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ABSTRACT

A model for characterizing animation systems by the types of motion that they support
is presented. The point of departure for the mode! differs from the more common prac-
tice of describing motion in terms of how it is effected (e.g., "keyframe” animation or
"rotoscoping”). Rather, the model is based on the vocabulary of what one actually sees
in the way of motion. A key aspect of the model Is that it considers separately the
notions of dimensionality, rendering style, and type of motion. The “vocabulary of
motion” axis of the model identifies a number of increasingly complex types of motion.
The Importance of the model is that it helps better understand animation systems in
terms of what they must support at the user’s end. In addition, it is shown how there
are important architectural considerations associated with each of the categories.

i INTRODUCTION

We all seem to know what we mean by animation: Mickey Mouse, Yogl Bear and Bugs Bunny. So far,
we have no problem. However, if we are asked to describe the visual vocabulary used in an animation,
or to characterize different approaches, we start to have difficulty. In nearly every case, the characteri-
zation will be in terms of how the animation was made rather than what the animation does. Profes-
slonal animators will talk about cel animation, rotoscoping, and key framing. And computer sclentists,
with their own peculiar arsenal of techniques, will talk about colour table and frame-buffar animation,
and automatic inbetweening.

in many contexts, such categorizations are useful and informative. What they do not do directly, how-
ever, Is Inform us as to what Is happening In terms of the vocabulary of motion used In the imagery.
"What moved?”, "How?", and "In relation tc what?" are all questions which are most likely not directly
addressed by this type of characterization.

Why Is this important to us as computer scientists who are trying to bulld animation systems? In the
simplest terms, we think that we can build better animation systems if we can identify different
categories of animation with respect to visual vocabulary. The reason is that animation is hard. We
cannot hope to develop a system architecture that can effectively accommodate and support all types of
animation. But on the other hand, we don’t need to. Animation is not just ons thing. There are dfferent
vocabularies, and each Is suited for conveying different concepts. The strength of many existing sys-
tems has suffered from attempts to over generalize their applicability. And yet if the converse approach
Is to build a powerful specialized system, then how do we arrive at an optimal architecture? Clearly we
have to know for what the system is intended, and what the demands on that architecture will be.

Our intention in this paper is to develop a model of animation based on successive stages in an
increasingly complex vocabulary to describe moving imagery. One objective is to establish a framework
for future discussion. We want to define cur terms of reference to minimize “apples-and-bananas” type
comparisons. Each of the stages along the primary axis of our mode! involve what we consider a
significant increase in power.



What is important to the engineer in all of this is our belief that there are Identifiable architectural con-
siderations that correspond to each stage In this model. What this means is that if one knows what one
wants to say visually, and can describe the required vocabulary in terms of our model, there is some
hope that the minimal (read most cost effective) architecture adequate for the job can be Identified.

The model represents an attempt to bridge the gap between intent and conteni on the one hand, and
appropriate technology on the other. As presented, the model has problems and is incomplete. But like
Booth, Kochanek and Wein (1983), on which some of the ideas are based, it serves as the basis for dis-
cussion almed at clarifying some important issues.

2. THE BASIS OF THE MODEL

The model which we present attempts to characterize animation within & three dimensional space.
Each of the three axes represents an aspect of animation which we feel is independent of the other two
(within the intended function of the model). The three axes are:

o number of dimensions
e style of rendering
e vocabuary of motion

The meaning of these axes can be understood by thinking about a bouncing ball. The first axis con-
cerns issues like, "Is the ball represented as a bouncing disk in 2-D or a sphere in 3-D space?”. The
second axis concerns questions like, “Is it coloured?’, "Does It have texture?”, or “Is it just a line draw-
ing?". The final axis Is the one that we will spend the bulk of the paper discussing. it has to do with
questions like "Is the ball spinning?”, "Does It deform when it hits the ground?”, and "How does the
viewing position move throughout the scene?”.

3. VOCABULARY OF MOTION

Our objective is to characterize motion In animation. So let us begin by defining this In the broad sense:
motion in the object, in the scene, in the camera, in the eye, and in the mind’s eye. We are, therefore,
expanding the third axis of our model. Our expansion more-or-less follows a path of increasing com-
plexity. By this, however, we do not intend to imply that this is some linear axis, or that things of higher
complexity necessarily presume that all of the lower order elements are Included. In fact, they generally
are not.

3.1 Motion In the Mind’s Eye: the Cartoon Strip

The lowly cartoon strip in the newspaper can serve as the Initial entry Into our vocabulary. in one
sense there is no motion: the Image is static. However, notions of motion can be conveyed with this
class of imagery. The motion Is simply in the mind’s eye. What is imporiant to note, however, is that
this representation Is often the most effective in conveying what it is we want to say about motion. An
example would be a case where it is important to make comparisons of an object’s position at critical
stages through time. In this case, a few critical static frames may tell us more than a fully animated
rendering.

3.2 Moving Point of View - Static Imags: Panning and Zooming

In the next level of complexity, the image itself is still static. What does move is our view. In two
dimensions this might mean zooming in and out and panning over static artwork. In three dimensions it
might mean moving through a static city, as in Robert Able and Skidmore, Owings and Merril’s Chicago
fim. The primary characteristic of animation at this level Is that it permits the camera to explore, or the
eye to be directed over, a static visual terrain.

3.3 Progressive Discioswre

There Is a fuzzy line that delimits this next level. Nevertheless, we feel that it is a distinction that Is
worth making. The issue Is, when does the drawing of a single image, or frame, become an animation
in itself? The point Is that our power of expression is different, for example, if we immediately put up an
image with its caption, than Iif we first put up the image, and then added the caption word-by-word. in
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one sense we are putting up the "same” image, but at the same time, the second can be considered

‘ animation.

The significance of this class of animation became clear in examining how good videotex artisis iearned
to maintain Interest throughout the interval that their images were being rendered. In fact, they were
making a virtue of the fallure of engineering to turn videotex into an video version of a simple slide-
projector.

To the extent that we can conslider such drawn-over-time images as a single image, then they deserve
a distinct place in our taxonomy. Beyond that point, they belong in a later category.

3.6 Frame-to-Frame Transition Effects

All of the levels to this point have, in one sense or another, involved animation derived from a single
visual source. In its simplest sense, this next level introduces into our vocabulary methods of making
transitions from one source to another. The two sources may be static or dynamic. What we are con-
cerned with here are methods of transition. These are effects which we are all familiar with, such as
cuts, fades, dissolves, double exposures, wipes, flips, and spins (Madsen, 1969).

As in the previous stage, things break down if we push this level too far. For example, there is a
frame-to-frame transition between all frames in an animation. Ouwr intention here Is 1o isolate transitions
that are taking place at a rate significantly below the flicker rate, and where there Is a significant
difference between the images on either side of the transition.

3.5 Relative Changes of Posilon Among Objects: Translation

In one sense, this is the first stage where the objects in the visual space actually move. Here we want
to introduce the case where an object’s position can change with respect to its surroundings. If you
think of a video game as animation, then the motion of the paddies and ball in Atari’s first popular game
Pong are a good illustration of what we mean. We want to continue fo rule out, however, any changes
other than position (such as size, shape, or orientation). The reason Is that we want to isolate and

. emphasize the point made by Baecker In his Genesis system (Baecker, 1969): that there Is significant
power in even the restricted case of motion in space with no further transformations in orientation,
shape or scale.

What Baecker did was demonstrate that an object, and Ilts motion path and dynamics represenied thres
separate concepts: object, trajectory and dynamics. The simplest example of this (although not great
animation) is the motion of the tracking cross (or "cursor”) of a graphics terminal. The cross is the
object being "animated”. The motion (path and dynamics) of the hand is what drives the animation.
What Is Interesting is how rich and varied are the concepts that can be animated using even the simple
vocabulary described thus far.

3.6 Non-Shape Distorting Transformations

In the previous stage, there was global motion of an object {translation) with respect to its environment.
in this next stage, we augment our vocabulary to include transformations on the object itself, but only
transformations that do not "mutate” its basic shape or definition. What we mean by this are transfor-
mations such as rotation or scaling. An example wouid be an animation of a clock’s pendulum, or of a
plane’s propeller going around.

3.7 Changes In the Object itself: Mutations

Finally, we Introduce the type of motion which defines the nature and dynamics of changes and muta-
tions in the object itself.! An example would be the motion of the change Iin shape of a tire as it goes
flat. This is motion of a significantly different type than, for example, that that which defines the rotation
of the tire before it hit the nail. This rotation would be another exampie of the type of motion introduced
in the previous stage. And even that motion Is different than that Introduced earlier which wouid, for
example, describe the motion of the tire relative to the nail. Of course we could backtrack even further

’ 1 This class of motion has been termed "metamorphic” by Booth, Kochanek and Wein (1583). They distinguished between
metamorphic and isometric motion. The latter corresponds to our "Relative Changes of Position” pius object rotation. We
have chosen to distinguish things to a finer degree.




in this imaginary scene, and include the motion of the camera as it zooms in on the nall just before the
puncture.

In visualizing this scene, we shouid not forget the other two axes of our model. it is worthwhile to rem-
ind ourselves that with respect to the motion all distinctions In the above example are quite indepen-
dent of whether the car, tire, and nall are in 2 or 3 dimensions, or rendered as line drawings, solids, or
in colour or black and white. The issue is, we now have a taxonomy which categorizes various classes
of motion across animations of differing numbers of dimensions, and across different rendering styles.
And in so doing, maintains a consistency of description. This can help us.

4. IMPLICATIONS ON DISPLAY PROCESSOR ARCHITECTURE

Having developed the above categorizations, it is interesting to examine each stage with respect o its
hardware implications. Our ultimate aim is to sufficiently understand the demands of different styles of
animation so that we can design appropriate display processor architectures. In the discussion that fol-
lows, we will concentrate on raster-scan technologies (Baecker, 1979), since they currently constitute
the dominant technology in computer graphics.

4.1 Motlon In the Mind’s Eye: the Cartoon Strip

In Cartoon Strip animation, we really only have two main concerns. The first one is image resolution. i
we are to break the screen down Into several sub-frames, the display must be capable of sufficient
resolution to give appropriate detail. The major tradecff here is spatial resolution (horizontal/vertical) vs
depth (to support anti aliasing)®. The second major Issue is bandwidth vs display processor Intelligence.
Thus, If the image Is modeled as a simple raster, then the display processor can be quite simple, but the
bandwidth to transmit the image must be quite high. On the other hand, the Image could be encoded
(as geometric primitives, such as lines, polygons, etc., for example), thereby reducing the bandwidth.
The cost for this, however, will be the higher level of intelligence required in the display processor.

4.2 Moving Point of View - Static image: Panning and Zooming

Panning and zooming introduces some interesting problems. First, the processor needs to support the
zooming and panning process. In this case, the resolution issue becomes more complicated. The sim-
plest way to support these effects is through pixel replication, which means that as we zoom in, we lose
resolution. However, there is also the option of storing a higher-level representation of the image in the
display . processor which can be rendered at maximum resolution regardiess of how closely one has
zoomed in. This is reasonably common in calligraphic dispiays. However, in colour raster systems, It is
generally only seen in high-end systems, such as fight simulators.

In panning and zooming in 3-D, we have the probiem of visible surface determination. When this is the
only class of motion in the animation, there is a display processor based technique thai can be used {o
significantly speed up the display process. This is the Binary Space Partitioning Tree (BSPT) algorithm
introduced by Fuchs, Kedem Naylor (1981). Fuchs, Abram and Grant (1983) have demonstrated how a
high end processor (such as an Adage lkonas 3000) can be programmed to display scenes of this class
made up of several hundred polygons at a rate of several frames a second. Furthermore, if the display
were to be used for specialized applications within this class of 3-D imagery, then additional hardware
assist coulid be provided that would speed things up even further.

4.3 Progressive Discloswre

The case of progressive disclosure is the opposite of panning and zooming. Here it Is In inexpensive
systems, such as videotex systems, that we see the effect most used. The reason is largely one of
making a virtue out of a necessity. Videotex systems, such as Telidon (Godfrey & Chang, 1881), have
shown that this form of presentation Is very powerful in many Instances. This being the case, note that
when we move to higher-end systems it Is quite difficult to script this type of animation.

2. It is important to note that there is a limit on the extent to which we can make up for lack of spatial resoiution through anti
aliasing. No amount of anti aliasing will obviate the limits on image density (such as line density) dictated by the spatial
resolution.



4.4 Frame-to-Frame Transition Effecte

In commercial video studios, Frame-to-Frame Transition Effects are done almost exclusively by special-
purpose digital processors. Such processors, or software emulations of them, have not generally
penetrated computer-graphics labs that are not directly invoived in commercial film making. However,
most high-end display processors can be microprogrammed to do these effects. As it stands, they are
a very neglected part of our visual vocabulary.

45 Relative Changes of Poslition Among Objects: Translation

Not everyone working In interactive computer graphics think of thelr manipulating the display’s cursor,
or tracking symbol, as creating an animation. I is, however, in that it involves moving a graphical
object, the tracking symbol, through space over time. [t is also one of the few instances where we can
do animation in real time. This is afforded by the fact that modern raster systems provide special pur-
pose hardware to support tracking. In the Adage lkonas 3000, for example, one can manipulate an
arbitrary tracking symbol defined within a 32 by 32 raster. This exampie shows how the motion of the
object defined is totally independent of its shape. Furthermore, ii is easy to see how the hardware
which supports the movement of the tracking symbol could be controlled by some software script just as
easlly as by a tablet. Two points emerge from this. First, we see that the tracking symbol handling
mechanism can be naturally extended Into a more general animation device. Second, we see that by
restricting our animation to this class of motion, we can build relatively simple special purpose hardware
which will support the animation in real time.

In fact, this tracking symbol mechanism has already been extended for more general animation. This Is
most commonly seen in videc games. The general name given to this type of moving raster is a sprite.
Sprite based display processors have expanded upon tracking symbol mechanisms in at least two
ways. First, they generally support more than one simuitaneously moving sprite. Eight Is typical.
Secondly, they often provide a larger raster in which the moving object can be defined.

in 2-D systems, if simple translation is sufficient with respect to motion, then the animation can be sup-
ported by a simple but powerful architecture. In this, note that the use of sprites has received very littie
attention In main-stream computer graphics, and they are not even mentioned in either of the two main
computer graphics texts (Newman & Sproull, 1979; Foley & Van Dam, 1982).

Thinking of sprites in the context of our model suggests investigating analogous techniques for 3-D ani-
mation. One possibility could be realized by using a modified version of the BSPT algorithm. it could be
applied when the number of polygons of the moving objects is low in comparison {o the overall number
in the scene. The polygons of each moving object could be treated by the user in a manner similar to a
sprite (although they would be modelled at the geometric, rather than display level). Special algorithms
could then be developed to accelerate the local transformation of these polygons, and their being added
(and subsequently pruned) from the tree each frame.

4.8 Non-Shape Distorting Transformations

When we move on to consider Non-Shape Distorting Motion, we have the potential to build upon the
concepts developed in the immediately preceding discussion. In 2-D, for example, one architectural
feature that seems potentially useful is to consider supporting scaling and rotational transformations
independently for each sprite. Similarly, in 3-D we could consider performing local transformations on
each moving object before merging their polygons into the BSPT structure.

4.7 Changes In the Object Raelf: Mutations

Shape distortions, or Mutations, place very different requirements on the display system than those dis-
cussed so far. In some cases, where the number of frames in a sequence is very low, they can ali be
preloaded into the display, whose processor then sequences through them. This Is discussed in Booth
and MacKay (1982), for example. This approach does nothing, however, {c reduce the host’s overhead
in actually computing the frames. The technique most commonly used (in 2-D) for this class of motion Is
key frame animation with automatic inbetweening (Burtnyk & Wein, 1971; Kochanek, Bartels, & Booth,
1982; Reeves, 1981). More recent work on controlling tension and bias in parametric surfaces (e.g.,
Barskey & Beatty, 1983) is suited to this class of transformation. It is important to mention that shape
distortion Is an important cue In indicating motion in animation, as can be clearly seen In the Lucasfilm
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fim Andre and Wally B.

Fournier (1981) addresses the question of the extent to which linear interpolation (as in inbetweening)
can be supported in hardware. One area that deserves atiention, and which we have been investigat-
ing, is the extent to which the notions of Reeves (1981) can be transferred into 3-D. Our apprcach has
been to keyframe between 3-D shapes defined as parametric surfaces, where the moving point con-
straints go between the control points. One question currently being Investigated concerns the extent
to which this computation can be carried out in the display processor itself.

Finally, there are many cases where the mutational motion is cyclical. Yogi bear’s feet while walking is
one example. Pac Man’s munching mouth is another. In such cases where the motion can be gen-
erated by cycling through a short sequence of frames, we can provide some hardware assist. One
method is through frame-buffer animation (Shoup, 1979; Booth & MacKay, 1982). A more general
approach is o permit a sequence of rasters to be associated with each sprite, and provide a mechan-
ism for controlling the timing of cycling through them. This is a technique commonly used in video
games. lts main benefit over simple frame-buffer animation is that it allows local mutational change of
an object as well as unlimited global change of position.

in summary, we have seen how each step along our Vocabulary of Motion axis has had particular impli-
cations on the display processor architecture. One consequence of this is that we have an aid that
helps us find the appropriate hardware given a specified vocabulary. In addition, we have seen how In
some cases, techniques to improve existing architectures have been suggested.

5. PROBLEMS WITH THE MODEL

The model described has proven useful in discussing architectures. However, some problems remain to
be resolved. Most of them result from our attempt to categorize things by what was actually happening
visually, rather than by describing the technical effect that generated them. First, there are some visual
gestures that are difficuit to place In the three-space defined by the model. One class of thess, for
example, are keying effects, such as chroma keying. They seem fo belong In the neighbourhood of the
Frame-lo-Frame Transition Effects. Among other problems, however, keying effects do not fit well with
the axis of dimensionality. They are essentially 2-D effects that, when applied io 3-D scenes, are
applied only after the 3-D image has been projected ontc a 2-D surface. We have similar problems
when we {ry i integrate colour changes, as In colour table manipulation. This Is generally a giobal
effect which works on the final 2-D projection of the image, and again, is not well handled by the current
formulation of the model.

The dimensionality axis seems to be the source of another problem. Take the example of an animation
of a flipping coin. In two dimensions, this could only be achieved through mutations on the shape of the
coin (in order to simulate the effect of perspective transformations). In a 3-D animation, however, there
would be no mutation of the coin. The perspective transformation wouid occur by simple virtue of ow
move in the dimensionality axis. Thus, according {c our modei, the 2-D animation of this scene would
require more steps In complexity along the Vocabulary of Motion axis. This is, in fact, a2 sneaningful (and
perhaps useful) distinction in what is required {o generate the sequence. However, for an audience
watching the two scenes, there Is no distinction. The vocabulary of motion, in terms of what is happen-
ing visually, is identical.

8. CONCLUSIONS

The model that we have presented has problems, and [s incomplete. Nevertheless, we believe that the
concepts are important even if only as an example of trying to analyse animation from what is happen-
ing visually. But even further, we believe that we have demonstrated that it is of some practical vaiue
in designing and understanding animation systems. That the model Is of use In spite of lts ack-
nowledged flaws simply encourages us to pursue it further.
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